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1. Introduction
The forces between molecules govern the properties

of condensed phases consisting of molecular entities.
It is therefore of fundamental importance in science

to understand the origin of intermolecular interac-
tions and to be able to calculate the magnitude of
these forces.1,2 It is trivial, in principle, to calculate
intermolecular interaction energies by regular quan-
tum chemical methods. The interaction energy, Eint,
for two molecules is simply given as the difference
between the total energy of the complex, EAB, and the
monomer energies, EA and EB, as

which theoretically can be calculated to any accuracy.
The main disadvantage is that sophisticated quan-
tum chemical calculations of even just a few mol-
ecules quickly become exceedingly demanding in
terms of computer power. On the other hand, in
studies of liquids and solutions, the interaction
energy is normally calculated from interaction pa-
rameters, for example as in a site-site Lennard-
Jones-type of potential

where the R-1 term describes the electrostatic inter-
actions, the R-12 term models the short-range repul-
sion energy, and the R-6 term gives the dispersion
energy. The advantage of this form is that it is
computationally efficient and can be carried out for
a system of many molecules, although obviously the
accuracy is less than that obtained from quantum
chemical calculations. Furthermore, the partitioning
of the interaction energy by this form into different
contributions, each with a physical meaning, gives
insight into the nature of the interactions.

The goal of this review is to discuss how param-
eters for calculating intermolecular interactions can
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be obtained from molecular wave functions. The
theoretical basis of this method is to regard the
intermolecular interaction as a perturbation to the
molecular wave functions.1,3-9 In particular, at the
long-range limit, the interaction energy may be
obtained from molecular properties in a form that is
consistent with classical electrostatics and to some
extent resembles eq 2.1,3,10 Furthermore, the goal of
this method is to use the constructed intermolecular
potentials in large-scale simulations of liquids and
solutions. In a molecular dynamics (MD) or Monte
Carlo (MC) simulation, the interactions have to be
calculated repeatedly (105-108 times) for a large
number of molecules, and thus, the calculation of the
intermolecular forces is the most time-consuming

part of these kinds of simulations.11,12 Obtaining an
intermolecular potential suitable for simulations of
liquids thus has to be a compromise between ac-
curacy and computational efficiency. A method termed
NEMO has been developed along these lines and
employed in studies of clusters and solutions.13-17

Accurate quantum chemical calculations of inter-
molecular interactions have been discussed by Hob-
za18,19 among others, and potentials suitable for
simulations have been obtained from supermolecular
quantum chemical calculations.20-28 Supermolecular
DFT calculations usually describe hydrogen-bonded
systems reasonably well.29 However, DFT usually
fails completely for complexes bounded by dispersive
interactions.19

Empirical potentials are overwhelmingly used in
existing molecular simulation packages.30-33 These
simulations have revealed a lot of interesting struc-
tural and dynamical data for different molecular
systems, although severe criticism against these
simulations also has been raised.34 The empirical
potentials usually are constructed to reproduce ex-
perimental data such as solvation energies, struc-
tural data obtained from crystals, observed radial
distribution functions in the liquid, thermodynamic
data, and to some extent quantum chemical calcula-
tions. The accuracy of calculations employing these
potentials therefore is expected to be good for simula-
tions performed on environments close to the ones
for which the potential parameters were fitted.
Semiempirical potentials also may be constructed by
obtaining the electrostatics from the molecular wave
function and the dispersion and repulsion parameters
from empirical parameters, as illustrated by the work
of Dykstra and co-workers.35-38

Quantum chemical methods also allow the calcula-
tion of intermolecular forces for the entire system at
each step of the simulation. At present, this type of
calculation is performed using a plane-wave basis set
DFT model in MD simulations,39 according to the so-
called Car-Parrinello (CP) method. The calculations
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are very time-consuming, so thus far only small
systems have been studied over short periods. How-
ever, the method has been successfully used to study,
for example, liquid water40,41 and hydrated protons
in water.42 In general, CP MD is a useful method,
especially for studying systems where covalent bonds
are broken and formed.

Many intermolecular potentials have been con-
structed to study various forms of hydrogen bonding.
The study of hydrogen-bonding interactions is of
particular interest for many reasons.43 Hydrogen
bonds arise between polar groups of molecules (or
within molecules) and are dominated by electrostatic
interactions. The large electric fields which arise from
the polarity of the molecules also lead to large
polarization contributions, and these are most con-
veniently modeled by explicit polarizabilities that
take into account the inhomogeneity of the electronic
structure of the surroundings. Electrostatic interac-
tions have been discussed in more detail than repul-
sion and dispersion interactions,38,44 and polarizable
models have been applied to the electrostatics in
large biomolecular simulations.45,46 It has been dem-
onstrated that hydrogen bonds are extremely orien-
tation-dependent,47,48 and thus, they cannot be mod-
eled adequately by spherically symmetric atomic
charges. In water, for example, the atomic charges
only can reproduce the molecular dipole moment.
However, water has a tetrahedral structure in liquid
water (as well as in ice) leading to a very small
dipole-dipole interaction energy by symmetry argu-
ments.49 Thus dipole-quadrupole and quadrupole-
quadrupole interactions are important, and an ac-
curate description of the molecular quadrupole
moment of water is required.

This review discusses intermolecular potentials
which are obtained from molecular wave functions
and are suitable for simulations. Some background
theory is given, and applications to molecular clus-
ters, interactions at surfaces, liquids and solutions,
flexible molecules in solution, and solvent effects on
molecular properties are discussed. The review is
focused on applications done in the past decade.

2. Theory
Ab initio quantum chemical calculations have

contributed to our understanding of chemical phe-
nomena in many ways. Perhaps it is within the field
of intermolecular interactions that quantum chemical
methods have most significantly increased our un-
derstanding of the mechanisms governing the behav-
ior of molecular systems. Two different approaches
have been used to study intermolecular interac-
tions: the perturbation approach and the supermo-
lecular approach. The perturbation approach treats
the interaction between the monomer wave functions
as a perturbation and the interaction energy is
evaluated using perturbation theory.1,7,8,50-52 The
most successful perturbation theory for intermolecu-
lar interactions is the symmetry-adapted perturba-
tion theory (SAPT) by Jeziorski et al.7 The intermo-
lecular perturbation theory (IMPT)53 developed by
Stone et al. is a special case of the SAPT. Alterna-
tively, in the supermolecular approach, the interac-

tion energy is calculated as the difference between
the energy of the dimer complex and the energy of
the monomers.18,19 Since the interaction energy is
only a very small part of the total energy, these
supermolecule calculations have to be of high quality.
The connection between the supermolecular approach
and the perturbation approach has been recently
discussed in Chemical Reviews.54

High-quality supermolecular calculations result in
the best estimates of interaction energies that are
available today, and they can be used to calibrate and
establish the reliability of other methods. The per-
turbation method, on the other hand, can be used to
construct accurate intermolecular potentials, and
these potentials can then be used to study clusters
and bulk liquids. We will begin the theory section by
briefly discussing the application of perturbation
theory to intermolecular interactions. We will then
give a description of how to construct intermolecular
potentials using a perturbation approach. It should
be emphasized that although the constructed inter-
molecular potentials are based on perturbation theory,
supermolecular calculations are needed to calibrate
and test the constructed potentials. A more detailed
presentation of the theory of intermolecular interac-
tions can be found in the recent book by Stone.8

2.1. RS Perturbation Theory for Intermolecular
Interactions at Long Ranges

Regular Rayleigh-Schrödinger (RS) perturbation
theory in the long-range limit1,4,8 provides a good
starting point for the evaluation of intermolecular
interaction energies when it is assumed that ex-
change effects are not included, i.e., the Pauli prin-
ciple is not imposed between the molecules. This
assumption is usually called the polarization ap-
proximation, and its deficiencies have been dis-
cussed.55-58 We will denote the Hamiltonian for
molecule 1 as Ĥ1 and for molecule 2 as Ĥ2. The
ground-state wave functions are denoted by ψ0

1 and
ψ0

2, and the wave functions for the excited states are
denoted by ψa

1 and ψb
2. The corresponding eigenval-

ues (energies) are denoted as ε0
1, ε0

2, εa
1, and εb

2,
respectively. The intermolecular interaction part of
the Hamiltonian is defined as the difference between
the total Hamiltonian for the system and the Hamil-
tonians for the monomers

The explicit expression for V (in atomic units) is

where K and L are nuclei and ZK and ZL are their
corresponding charges.

By regarding V̂ as the perturbation operator and
applying the RS perturbation method to the ground-
state wave function of (Ĥ1 + Ĥ2), which is the direct
product ψ0

1ψ0
2, the following expansion is obtained

V̂ ) Ĥ - Ĥ1 - Ĥ2 (3)

V̂ ) ∑
K1

∑
L2

ZKZL

rKL

- ∑
K1

∑
j2

ZK

rKL

- ∑
i1

∑
L2

ZL

rLi

+ ∑
i1

∑
j2

1

rji

(4)
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for the perturbation energy when truncated after the
second-order terms

The electrostatic term is a first-order term, while the
others are second-order terms. The Rayleigh-Schrö-
dinger perturbation approach to intermolecular in-
teractions neglects the exchange of the molecular
charge distributions at the long-range limit. However,
more sophisticated approaches such as symmetry-
adapted perturbation theory (SAPT)7,59 and intermo-
lecular perturbation theory (IMPT)8,60 exist which
include the exchange terms in the perturbation
expansion. The perturbation expansion in eq 5 is only
valid at long-range separation of the molecules, since
the total wave function is not antisymmetric with
respect to the interchange of electrons between
molecule 1 and 2. If the total wave function is
antisymmetrized, first-order and higher exchange-
repulsion terms will also appear.7

2.2. Intermolecular Interactions with a
Perturbation Approach

In this section, we will outline the theory and
details of perturbation approaches aimed at describ-
ing intermolecular interactions. The fundamental
idea behind these approaches is to use information
about the molecular charge and polarizability distri-
bution which is obtained from ab initio calculations
on the isolated molecules. Several schemes have been
developed to construct accurate intermolecular po-
tentials in this manner, primarily using information
that can be obtained from the monomer wave
functions.13,14,61-66 A difference between the ap-
proaches occurs in the way the functional form of the
potential is simplified. A complex functional form
would be best in that it would allow a more accurate
description of the potential. However, the computa-
tional cost of this complexity is high and may become
too large for bulk simulations.

The first step is to carry out a so-called multipole
expansion of the molecular charge distributions.67

The electronic part of the operator V̂ can be written
as

where RB is the distance between the centers of mass
of molecules 1 and 2 and rbi is the distance between
electron i and the center of mass for molecule 1. If it
is assumed that both rbi and rbj are much smaller than
|RB|, V̂ee can be expanded in a multipole series around
the center of mass of the molecules

Here and in the remainder of this review the Einstein
summation convention is used for summation over
repeated indices. When the multipole expansion is
combined with the assumption that the total wave
function can be modeled by the direct product ψ0

1ψ0
2,

the intermolecular interactions can be calculated
solely from the properties of the individual molecules
and a function describing the intermolecular distance
and orientation.

One drawback to this approach is that a multipole
expansion does not converge for intermolecular dis-
tances shorter than the intramolecular distances.
This problem can be resolved by carrying out the
multipole expansion at several points within each
molecule, for example at the atomic positions. How-
ever, the partitioning of molecular properties into
atomic contributions is nontrivial, primarily because
atomic properties are not measurable quantities.
Thus, there is an inherent ambiguity as to how
atomic properties should be defined, and as a conse-
quence, numerous ways exist to calculate properties
such as atomic charges and polarizabilities. A scheme
for partitioning a molecular property into atomic
properties should fulfill some fundamental condi-
tions:68 proper additivity (∑i)1

NΩi ) Ω), invariance
with respect to the choice of origin, and the same
transformation properties for molecular and the
corresponding atomic properties with respect to
characteristics such as a rotation of the molecule.
Another desired feature is that the atomic contribu-
tions closely model higher-order molecular properties.
For example, a model for atomic charges should give
an accurate molecular dipole moment and a reason-
able molecular quadrupole moment and a model for
atomic polarizabilities should result in reasonable
molecular higher rank polarizabilities.

The intermolecular interaction energy is usually
divided into four contributions

where Eele is the electrostatic energy, Eind the induc-
tion energy, Eere the exchange-repulsion energy, and
Edisp the dispersion energy.

The exchange-repulsion energy term may be ap-
proximated as being proportional to the overlap of
the wave functions4 and usually is modeled as either
an isotropic or anisotropic exponentially decaying
function. The dispersion term is often modeled using
a modified (damped) London-type expression.67 Fi-

∆ERS ) 〈ψ0
1ψ0

2|V̂|ψ0
1ψ0

2〉 (electrostatic term)

- ∑
a>0

|〈ψ0
1ψ0

2|V̂|ψa
1ψ0

2〉|2

εa
1 - ε0

1

(Polarization of 1 by 2)

- ∑
b>0

|〈ψ0
1ψ0

2|V̂|ψ0
1ψb

2〉|2

εb
2 - ε0

2

(Polarization of 2 by 1)

- ∑
a>0

∑
b>0

|〈ψ0
1ψ0

2|V̂|ψa
1ψb

2〉|2

εa
1 + εb

2 - ε0
1 - ε0

2

(dispersion term) (5)

V̂ee ) ∑
i1

∑
j2

1

rji
∑
i1

∑
j2

1

|rbi - rbj + RB|
(6)

V̂ee )
1

R
+ ∑

i
riR∇R(1

R) - ∑
j

riR∇R(1

R) + ... (7)

Etot ) Eele + Eind + Eere + Edisp (8)
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nally, an explicit term describing charge-transfer
contributions can be added to the potential.69

2.2.1. The Electrostatic Energy
Assuming that overlap effects may be neglected,

the electrostatic energy can be calculated as the
interaction between the multicenter multipole expan-
sions extracted from the wave function for the
monomers. Local electrostatic moments are not ob-
servables; therefore, they can be calculated in differ-
ent ways.70-83 Electrostatic models have already been
extensively reviewed;38,44 thus, a general description
of all the different models will not be given here.

In some of the methods,70,72,77 it is used that the
molecular orbitals, øi, are constructed from a set of
basis functions, øµ

where ciµ is an orbital coefficient. The density matrix
D is defined as

where ni is the occupation number for orbital i.
Accordingly, the total molecular charge can be writ-
ten as

The charge distribution can be divided into local
contributions ñKL, where K and L are nuclei, since
each basis function may be assigned to a nucleus

A local charge for each atom pair is calculated as

The nuclear charges are most conveniently added to
the diagonal charges qKK. If Gaussian basis functions
are adopted, the overlap integral over two basis
functions, 〈øµ|øν〉, is given in terms of a single Gauss-
ian function with an expansion point between the two
nuclei. For each pair of basis functions, the contribu-
tion to qKL (K * L) is regarded as a point charge
situated between the two nuclei. These point charges
are normally moved to reduce the number of expan-
sion points and it is here where the various ap-
proaches differ. In the original Mulliken approach,
one-half of the contribution is moved to each nucleus.84

Local dipole moments, quadrupole moments, and
higher-order moments can be calculated in an equiva-
lent manner by exchanging the overlap integral in
eq 13 with the dipole integral, quadrupole integral,
or any other higher-order integral. However, for those
higher moments, a common origin must be defined.
This can be accomplished by calculating two centers
of charge, one for all-positive and one for all-negative
contributions to qKL.71 The common origin is then

defined as the center of charge using the absolute
values of these two charge distributions. Typically,
all local moments to quadrupole are calculated for
all atom and bond centers. With this choice of
expansion centers, the multicenter multipole expan-
sion (MME) converges rapidly in the sense that it also
models higher-order molecular moments. The dis-
tributed moments add up to give the expectation
value of the corresponding molecular moments from
the wave function, and the distributed moments also
include large portions of higher-order molecular
moments.

This scheme for calculating the local moments is
not unique, since the local charge distribution does
not correspond to any observable of the system, but
it does define a practical and compact description of
the molecular charge distribution. The expansion
scheme described above must be truncated at a
suitable level in order for it to be used in molecular
simulations of liquids. In some work, the atomic
charges plus charges centered off the atoms have
been used.14,62 In other work, atomic charges and
dipole moments have been adopted.85,86 In this latter
case, the local moments assigned to the bonds are
moved to the nearest atoms and the moments of the
atoms are changed accordingly. All local atomic
quadrupoles are modeled by assigning a set of dipole
moments to the nearby atoms. This modification of
the atoms’ local dipoles is made in such a way that
the molecular dipole moment is unaffected.86

A completely different way to calculate the charge
distribution is to fit point charges so as to reproduce
the molecular electrostatic potential (MEP) around
the molecule.87-89 This method, which extracts charges
from the MEP, is quite popular and has been fre-
quently used in simulations along with an empirical
Lennard-Jones term. However, if the aim of the
modeling is high accuracy, a MME description of the
electrostatic energy is more advantageous than fit-
ting the MEP. One advantage of an MME description
is that it does not suffer from penetration effect
problems in determining the electrostatic energy.
Penetration effects originate from the overlap of the
wave functions of the interacting molecules and
cannot be represented by any multipolar description.
When determining accurate potentials, penetration
effects from the electrostatic term are usually in-
cluded in the exchange-repulsion term (vide infra).
To avoid penetration effects, the MEP could be fitted
on a grid at least 1 Å outside the van der Waals
surface of the molecule. However, higher-order mo-
ments (octupoles, hexadecapoles, etc.) give only a
small contribution at these distances and their effects
at shorter distances may be poorly reproduced.
Atomic charges (and higher-order moments) can be
fitted from the MEP of a MME,90-92 which eliminates
the problem of penetration effects. A second problem
with the MEP is that only atomic charges are usually
fitted to it; higher-order moments are not included.
However, a recent study concluded that at least
atomic dipole moments must be included if the MEP
is to be accurately described.93 However, the MEP
can be accurately described with charges alone if
some are at sites off the atomic centers.94 Benzene

ψi ) ∑
µ

ciuøµ (9)

Dµν ) ∑
i

niciµciν (10)

F ) ∑
µ

∑
ν

Dµνøµøν (11)

FKL ) ∑
µ∈K

∑
ν∈L

Dµνøµøν (12)

qKL ) ∑
µ∈K

∑
ν∈L

Dµν〈øµ|øν〉 (13)
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provides a well-known example of the problems that
can arise when only point charges are used.95 In this
case atomic charges located only on the atoms fail to
reproduce the MEP. In addition to the advantages
just listed, a MME expansion of the charge distribu-
tion is also more computationally efficient to obtain
than fitting atomic charges to the MEP of the charge
distribution.

An alternative approach for obtaining atomic prop-
erties involves considering the gradient of a higher-
order molecular property for a set of points using
classical electrostatics.68 For example, for a set of N
atomic point charges, qi, the molecular dipole mo-
ment, µR, is given as

and the atomic charge may be obtained as

for R ) x, y, or z. The gradient of the molecular dipole
moment (the atomic polar tensor, APT) may be
calculated by quantum chemical methods.96 However,
the diagonal terms of the quantum-chemically de-
rived APT are not identical, although a definition
like68

will fulfill all the requirements for an atomic prop-
erty. This definition of an atomic charge has been
applied to some systems97-100 where it has been noted
that the APT charges behave much better with
respect to the basis set than do Mulliken-like
charges.101 By appropriately modifying eq 14, this
approach may be used for any atomic property.68

Applying this approach to a set of atomic charges
and atomic dipole moments gives the molecular
dipole moment as

If it is furthermore assumed that the atomic proper-
ties depend on the molecular geometry, a component
of the APT is given as

The symmetry of some molecules can be utilized. For
example, with a planar molecule, the out-of-plane
components of the derivatives of the atomic proper-
ties in eq 18 are zero, and an atomic charge may be
defined as102

where z is the out-of-plane component. This approach
has also been applied to atomic dipole moments and
geometry derivatives of atomic electrostatic mo-
ments.102-105

2.2.2. The Induction Energy

Inserting the form of V̂ given in eq 7 into the
polarization term in eq 5 gives the interaction
between the charges on molecule 1 (2) and the
induced moments of molecule 2 (1), assuming that
overlap effects may be neglected. The leading term
in the induction energy is due to the molecular
polarizability and thus the corresponding molecular
induced dipole moment arising from the electric fields
of the other molecule. However, for a partitioning of
molecular properties such as in eq 13, the distributed
contributions to the molecular polarizability also
contain in addition to the atomic polarizabilities, for
example, atomic monopole-monopole polarizabilities
(atomic capacitances), which as a response to a
potential difference over the molecule results in
induced atomic charges.8

Just as the definition of distributed multipole
moments is not unique, so too is the definition of
distributed polarizabilities not unique. Different
methods of different complexity have been proposed
to obtain the distributed polarizabilities.80,106-115

However, very few have been used in constructing
intermolecular potentials. The induced moment in
the external field is the derivative of the second-order
energy with respect to the field components, so in
theory it should be straightforward to calculate
polarizabilities. However, this has turned out not to
be the case, and it is difficult to calculate distributed
polarizabilities.8 To do so it is apparently necessary
to first define the matrix elements of the distributed
multipole operator in terms of an integral over
physical space. Different schemes to accomplish this
have been suggested.107-110

A simple method for calculating local dipole polar-
izabilities according to Karlström will be briefly
described.106 This method has been frequently used
in the construction of intermolecular potentials along
the lines covered in this review. According to this
method, the dipole polarizability is defined in an
uncoupled Hartree-Fock approach as

where i denotes an occupied molecular orbital, a
denotes an unoccupied molecular orbital, and εa and
εi denote the corresponding orbital energies. Inserting
eq 9 into eq 20 gives

The polarizabilities can be divided into four-center
contributions as

µR ) ∑
i)1

N

qiri,R (14)

qi )
∂µR

∂ri,R
(15)

qi ) 1
3( ∂µx

∂ri,x
+

∂µy

∂ri,y
+

∂µz

∂ri,z
) (16)

µR ) ∑
i)1

N

(qiri,R + µi,R) (17)

∂µR

∂rj,â
) δRâqj +

∂qi

∂rj,â
ri,R +

∂µi,R

∂rj,â
(18)

qi )
∂µz

∂ri,z
(19)

RRâ ) 4 ∑
i

∑
a

〈ψi|rR|ψa〉〈ψi|râ|ψa〉

εa - εi

(20)

RRâ ) 4 ∑
i,a

1

εa - εi
∑
K,µK

∑
L,νL

∑
M,úM

∑
N,λN

ciµKcaνLciúMcaλN ×

〈øµK|rR|øνL〉〈øúM|râ|øλN〉 (21)

4092 Chemical Reviews, 2000, Vol. 100, No. 11 Engkvist et al.



while summation over the virtual orbitals gives

An origin must be defined in order to evaluate the
local contributions of the transition dipoles integrals.
In this analysis, the origin is defined as the molecular
orbitals’ center of charge106

where Xi is the center of charge for orbital i. The
molecular polarizability does not vary when different
origins are chosen for the evaluation of the local
contributions, but the local polarizabilities are very
dependent on the choice. It has also been noted that
it is important to use localized orbitals in this
approach.116

A completely different way to calculate polariz-
abilities is to apply an electric field to a molecule and
then calculate the difference in the electrostatic
potential around the molecule induced by the applied
field. The polarizabilities are fitted to reproduce the
difference in electrostatic potential. This method is
similar to fitting atomic charges to the MEP, and
polarizabilities have recently been developed for some
amino acids using this approach.117,118

The induction energy between two molecules (A
and B) is calculated in classical electrostatics as119

where FA
0 is the electric field from the permanent

electrostatic moments of molecule A calculated at
molecule B and µB is the induced dipole moment on
molecule B due to the field generated by the perma-
nent electrostatic moments of molecule A and the
induced dipole moment on molecule A. Eclass

ind is usu-
ally calculated in an iterative manner. The induced
moment on molecule A is calculated from the field
generated by the permanent electrostatic moments
of molecule B, and the induced moment on molecule
B is calculated from the field generated by the
permanent electrostatic moments of molecule A.
Then, additional induced moments are calculated
from the field generated by the induced moments
from the prior iteration. This iterative procedure is
continued until the total induced dipole moment in
the molecules has converged. Note that Eclass

ind is
different from the induction energy calculated from
second-order intermolecular perturbation theory,
since Eclass

ind also includes higher-order terms from
the perturbation expansion.120

The derivation of the empirical potential param-
eters can be based on the assumption that the
parameters are transferable from one molecular
system to another, and these parameters often are

regarded as atom-type parameters. Investigations
have shown that there is little, if any, transferability
of distributed multipoles.121,122 To understand the
transferability of the atomic electric moments and
polarizabilities in more detail, we will assume that
a molecule consists of interacting atoms. In addition
to having a nuclear charge, each atom is regarded
as a point with a spherically symmetric polarizability,
a capacitance, and any other nonvanishing property
which is consistent with the given symmetry of the
unperturbed atom. Models for parameterizing the
molecular polarizability tensor have been developed
based on interacting point polarizabilities113,123-126

and an additional atomic capacitances.127,128 In the
limit at which no external electric field is applied,
the atomic dipole moments and the anisotropy of the
atomic polarizabilities are due to the internal electric
fields and thus are determined by the surrounding
atoms in the molecule. Similarly, if atomic capaci-
tances are included, the potential difference between
the atoms will cause a charge flow from one atom to
another and thus the atomic charges also can be
determined from the interactions of each atom with
the surrounding atoms. Thus, it should not be
expected that atomic charges, dipole moments, and
polarizability tensors can be treated as atom-type
parameters since they can be regarded as originating
from interactions with neighboring atoms in the
molecule. Perhaps, instead, the concept of interacting
atoms can be used to determine atom-type param-
eters that in turn can be adopted to obtain the atomic
charges, dipole moments, and polarizability tensors
of the molecule of interest.

2.2.3. The Dispersion Energy

The dispersion energy of a system can be described
in a number of different ways.61,131-134 One method
that has been shown to work very well for small
molecules is to use Cn (n ) 6-10) coefficients from
quantum chemical calculations64,131

where Sh l1l2j
k1k2(ωAωBω) are the normalized real compo-

nents of Stone’s orientational S functions,8 R is the
distance been centers of mass, and fn(a,R) is a
damping function.129 In recent work, Hodges et al.135

described the dispersion energy as

where G(R) describes both the effects of the terms in
higher powers of R-1 at intermediate range and the
damping. This G(R) term is fitted to SAPT calcula-
tions of the dispersion energy.

Alternatively, a simple expression of the dispersion
energy can be derived from perturbation theory. The
leading term in the dispersion intermolecular inter-
actions in eq 5 is the dipole-dipole term67

RRâ
KLMN ) 4∑
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1
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∑
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∑
νL

∑
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∑
λN

ciµKcaνLciúMcaλN ×

〈øµK|rR|øνL〉〈øúM|râ|øλN〉 (22)

RRâ
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L
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RRâ
KLMN (23)

Xij )
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2
(24)

Eclass
ind ) - 1

2
(FA

0µB + FA
0µA) (25)

Edisp ) -∑
n)6
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∑
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(26)

Edisp ) - G(R) × C6

R6
(27)
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To separate the sum over molecules 1 and 2 [∑1∑2]
into a product [(∑1)(∑2)] of isolated molecular terms,
the denominator has to be approximated. For every
excited state a, the excitation energy (εa

1 - ε0
1) is

approximated by Eh 1, where Eh 1 is the average excita-
tion energy for molecule 1. This type of denominator
approximation was first used by Unsöld.136 Using this
approximation, Edisp can be rewritten as

Replacing E1 and Eh 2 with the excitation energies and
identifying the last terms as molecular polarizabili-
ties gives

which is a dispersion formula of the London type,67

where T is the dipole-dipole propagator. However,
in a distributed model of the polarizability, contribu-
tions also arise from the monopole polarizabilities.8
The average excitation energies can be replaced by
the average HF ionization energies. Equation 30 is
derived with the assumption that the electron clouds
of the molecules do not overlap. However, overlap and
exchange effects do weaken the dispersion term at
short and medium ranges. The damping function
derived by Tang et al. is used to correct for these
effects.129 Dispersion terms based on this approach
have been used in several studies.14,61,62,85,137

2.2.4. The Exchange−Repulsion Energy
The RS perturbation theory, which is truncated

after the second-order term, does not take into
account exchange effects between molecules. There-
fore, it has to be replaced by exchange-perturbation
theory that takes into account the exchange between
the electron clouds at shorter distances. Several
different perturbation theories have been devel-
oped.7,8 In their book, Margenau and Kestner4 show
that the Heitler-London method applied to the
hydrogen dimer in the triplet state has an exchange-
repulsion term that behaves as S2/(1 - S2), where S
is the electronic overlap. The term S2/(1 - S2) can be
expanded in a power series to RS2+ âS4+ γS6, ...,

where R, â, and γ are constants. In the original
NEMO scheme,13 this model was used to describe the
exchange-repulsion term. However, it has been
abandoned in later versions since it is computation-
ally expensive. Since the exchange-repulsion energy
may be approximated as being proportional to the
square of the overlap and the wave function of the
interacting monomers decays exponentially, it is
logical to describe the exchange-repulsion as an
exponentially decaying function of the atom-atom
distance. It should be noted that if an exponential
function is used to describe the exchange-repulsion
energy, the total interaction energy between two
atoms can become infinitely negative due to the
attractive energy terms when the atoms come very
close to each other. In practice this is normally not a
problem since the exponential exchange-repulsion
term prohibits the atoms from coming too close to
each other. However, an extra short-range repulsion
term, such as a term proportional to R-21,86 could be
added to counteract any close approach of atoms. An
exchange-repulsion term that takes into account the
anisotropy of the atoms would, of course, be more
accurate than an isotropic atom-atom exchange-
repulsion term. However, such an anisotropic ex-
change-repulsion also would be computationally
demanding. Two different approaches have been used
to fit the exchange-repulsion parameters. One pos-
sibility is to fit the parameters to HF quantum
chemical energies minus the classic electrostatic and
inductive contributions from local multicenter mul-
tipole moments and polarizabilities.13 The quantum
chemical energies have to be corrected for the basis-
set superposition error (BSSE).138 Thus, in this model
the exchange-repulsion term also includes charge-
transfer contributions and overlap effects. It recently
was shown that the parameters could be fitted more
efficiently if the atomic size was included in the
fit.86,139 Brdarski and Karlström86 showed that the
quality of the fit of the exchange-repulsion energy
can be improved significantly when the sizes of the
atoms are estimated from the ratio of their atomic
second moment and their atomic valence charge. This
ratio has the dimension of length squared and can
be used as a measure of the extension of the electron
cloud in the vicinity of the considered atom. By
adding this quantity for two atoms and taking the
inverse of the square root of the sum, a length scale
can be defined. Using this length scale and assuming
that the exchange-repulsion between two atoms is
proportional to the product of their valence charges,
it is possible to define atom-type parameters which
describe the exchange-repulsion energy accurately.86

Another method for determining the exchange-
repulsion energy is to fit the exchange-repulsion
parameters to the first-order energy in IMPT53 minus
the classical electrostatic energy from the local mul-
ticenter multipole moments63-65,140,141

where K ) 10-3 Hartree and the function Fab(ωab) is
expanded in terms of the orientational Sh functions8
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Stone et al. successfully used a probe atom to speed
up calculation of the exchange-repulsion param-
eters.140,141 In this method, the exchange-repulsion
parameters were calculated between the molecules
and the probe atom. From these parameters, the
exchange-repulsion parameters between the mol-
ecules then were extracted via combination rules.
More recently, Stone et al. started to fit the exchange-
repulsion parameters to the first-order energy in
SAPT.141 If the exchange-repulsion parameters are
fitted to the first-order energy in IMPT, only the
overlap effects originating from the electrostatics will
be included whereas the overlap correction to the
induction interaction is ignored. The charge-transfer
contribution in IMPT is fitted separately.69 A more
empirical model that describes the exchange-repul-
sion energy has been developed by Wheatley and
Price.142,143 In their model the exchange-repulsion
term is an exponential function of the electron
density overlap between the two molecules.

3. Molecular Clusters

Interest in molecular clusters has increased over
the last several years. New experimental techniques
and faster computers have made it possible to study
clusters much more accurately than was previously
possible. The accurate intermolecular potentials con-
structed from perturbation theory have made a
significant contribution to the understanding of the
properties of molecular clusters. Accurate intermo-
lecular potentials with explicit polarizabilities have
been especially useful for studying clusters with three
or more molecules, since many-body contributions are
included in the induction term. Accurate potentials
for dimers also can be fitted to quantum chemical
calculations without having explicit polarizabilities
in the potential144 or they can be fitted directly from
experimental spectroscopic data.145,146 Fitting a po-
tential to experimental data is problematic in that
the interacting molecules have rigid monomer geom-
etries; thus, any effects on the spectra from the
deformation of the monomers must be included. So
far most intermolecular potentials have been deter-
mined by taking into account only the inductive
many-body effects. However, if spectroscopic accuracy
is the goal, the intermolecular potentials used to
describe clusters must also describe other many-body
effects.147 Many-body effects contribute to the disper-
sion,54,148,149 exchange-repulsion,150,151 and mix-
ing152,153 terms. Some of the cluster studies performed
will be briefly described here. Other clusters that
have been successfully modeled using accurate in-
termolecular potentials constructed from perturba-
tion theory are the HCl dimer,154,139 the CO dimer,155

formamide clusters,156 cyanoacetylene clusters,157

acetonitrile clusters,158 and hydronium-water clus-
ters.159 Intermolecular potentials have also been used
to predict the far-infrared spectra of various bimo-
lecular complexes160,161 along with their second di-
electric virial coefficients.162 Stone et al. developed

the software program ORIENT,163 by which proper-
ties of clusters can be studied. ORIENT can handle
a variety of different types of intermolecular poten-
tials, and derivatives up to the second order are
analytically calculated.164

3.1. Water Clusters
In the past few years there has been a great deal

of interest, both from experimentalists and theoreti-
cians, in small water clusters. At least 60 theoretical
and 15 experimental studies on this topic have been
recently published.165 New experimental data has
been obtained by far-IR vibration-rotation spectros-
copy.166 Recently, it has been noted that no existing
water potential which has been designed for liquid
simulations can reproduce the rotational-vibrational
spectra of the water dimer.167 In our opinion this is
not surprising since an intermolecular potential has
to have a simple functional form if it is to be useful
in a simulation, and a simple functional form obvi-
ously sets a limit of how accurate a potential can be.
Two families of water potentials have been developed
from perturbation theory water. These are the NEMO
water potentials, which have mainly been developed
for bulk water simulations,14,61,85,168 and the ASP
potentials which mainly have been developed for
studies of small water clusters.63,64,169 The complexi-
ties of these two types of potentials are quite differ-
ent. For example, the ASP potentials have a much
more complex functional form than the NEMO po-
tentials. It has been shown that the ASP-W4 poten-
tial is the best existing water potential for describing
the dimer,64 with the possible exception of a new
water potential which is fitted to reproduce rota-
tional-vibrational spectroscopic data.145 The ASP-
W4 potential describes the stationary points on the
water dimer potential-energy surface well and gives
a second virial coefficient that is in excellent agree-
ment with experimental data. The ASP-W4 water
potential has electrostatic moments up to the hexa-
decapole level that are centered on the atoms, polar-
izabilities up to the quadrupole-quadrupole level
that are sited on the oxygen, and anisotropic repul-
sion and dispersion parameters.

It is important to compare energies from con-
structed intermolecular potentials with ab initio
calculations of high accuracy for systems larger than
the dimer, since this is the only way to test how well
the constructed potential can reproduce many-body
effects. High-quality ab initio data for molecular
clusters have recently become available, making this
type of comparison possible. The induction term is
the most important many-body term when dealing
with hydrogen-bonded clusters.

Both experiments and calculations yield a cyclic
homodromic structure for the trimer and the tet-
ramer at the energy minimum. (A homodromic
structure occurs when all the water molecules are
both hydrogen donors and acceptors.) The global
minimum for the water trimer is given in Figure 1,
while the global minimum for the tetramer is given
in Figure 2.

The nonbonded hydrogens that are above the
plane, below the plane, and in the plane are termed

Fab(ωab) ) ∑
la,lb,j,ka,kb

Fla,lb,j
ka,kb Sh la,lb,j

ka,kb (32)
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u (up), d (down), and p (planar), respectively. Thus,
the minimum structures for the trimer and tetramer
are denoted (uud) and (udud), respectively.

To our knowledge, of all the existing polarizable
water potentials, only the ASP and NEMO potentials
have many-body contributions that have been com-
pared to accurate quantum chemical data. However,
in a comparison by Alkorta et al.,170 the NEMO
potential was the polarizable water potential that
most accurately described the induction energy of the
water dimer. It should be noted that the induction
term is the only many-body term in the potentials;
many-body contributions to the dispersion and ex-
change-repulsion energy are omitted. The induction
term is the most important many-body term for water
clusters. Three-body corrections to the exchange-
repulsion energy are of some importance for the
water trimer, while three-body corrections to the
dispersion energy are of negligible importance.171,165

A comparison of the ASP and NEMO potentials is
given in Table 1. Both potentials perform well, which

is a verification that potentials constructed with
explicit polarizabilities, where the polarizabilities are
derived directly from the wave function, accurately
describe many-body effects in water clusters.

The low-energy region of the potential-energy
surface (PES) has been investigated for the water
trimer165,172-176 and tetramer.177,165 Several distinct
low-lying stationary points have been located on
these surfaces. These stationary points represent
cyclic and homodromic structures and differ mainly
in the positions of the “free” O-H bonds relative to
the O3 (O4) plane.

To determine how well the NEMO intermolecular
water potential performed, it was used to calculate
energies, structures, and harmonic vibrational fre-
quencies and these were compared to the correspond-
ing ab initio data.168 The tNEMO potential was
constructed along the lines described in the theory
section. The charge distribution was described with
multipole moments up to rank 2 on the atoms.
Dipolesdipole polarizability tensors were sited on the
atoms, and the dispersion was described using a
London term. The exchange-repulsion was defined
as being proportional to the overlap of the wave
functions of the monomers. The other two NEMO
potentials (fvcNEMO14 and fdiNEMO85) are simpli-
fied versions of tNEMO and are suitable for simula-
tions. A comparison of the NEMO results with some
of the most popular water potentials (SPC,178 TIP4P,179

MCY,20 and EPEN180) revealed that only the NEMO
potential was able to reproduce the correct ordering
of the stationary points for the water trimer.168,181

However, it should be pointed out that the other
potentials have a much simpler functional form than
the NEMO potential and that the TIP4P and SPC
potentials were specifically constructed to reproduce
liquid water data. Also, it was recently shown that
DFT calculations are not able to reproduce the right
order for the stationary points.165

Table 2 compares the different NEMO potentials
with ab initio calculations for the water trimer. As
can be seen, the NEMO potentials reproduce the ab
initio results well. Only one high-quality ab initio
calculation has been performed for the stationary
points of the cyclic homodromic tetramer which
includes all the interesting stationary points in the
PES.177 The quantum chemical and the NEMO
results are compared in Table 3. From this it can be
seen that the many-body effects are crucial to de-
scribing the PES for the cyclic homodromic tet-
ramer.168

Both the ASP and NEMO potentials have problems
describing large water clusters. The fvc version of
NEMO has been compared to local MP2 (LMP2)
calculations by Hartke et al.182 It was found that
fvcNEMO correctly predicts the minimum for the

Table 1. Total Energy and Many-Body Terms for the Energy Minima of the Trimer and Tetramera

Etot (H2O)3 E3-body (H2O)3 Etot (H2O)4 E3-body (H2O)4 E4-body (H2O)4

tNEMOb -14.52 -1.81 -26.50 -5.80 -0.61
ASP-W4c -14.74 -2.14 -25.50 -5.78 -0.79
MP2c -14.25 -2.45 -25.33 -6.23 -0.54
CCSD(T)d -14.00 -2.37 -24.75 -6.08 -0.56

a All energies are given in kcal/mol. b Reference 168. c Reference 169. d Reference 165.

Figure 1. Global minimum energy structure of the cyclic
homodromic water trimer (uud). (Reprinted with permis-
sion from Mol. Phys. 1997, 90 (2), 277-287. Taylor &
Francis. http://www.tandf.co.uk/journals.)

Figure 2. Global minimum energy structure of the cyclic
homodromic water tetramer (udud). (Reprinted with per-
mission from Mol. Phys. 1997, 90 (2), 277-287. Tyalor &
Francis. http://www.tandf.co.uk/journals.)
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water pentamer. However, fvcNEMO predicts the
wrong minimum for the hexamer. fvcNEMO predicts
the cyclic hexamer to be the most stable structure,
while the LMP2 calculations predict a prism struc-
ture to be the most stable. fvcNEMO overestimates
the stability of the cyclic hexamer by approximately
5% compared to the LMP2 calculations. However, it
should be mentioned that LMP2 is a new method and
its general reliability is not yet firmly established.
It has also been found that the ASP water potentials
predict a cage structure as the minimum for the
water pentamer instead of the experimentally ob-
served cyclic structure.183 However, these consider-
ations are valid for potential-energy surfaces and are
not directly applicable to the experimentally observed
structures since no account is given to the zero-point
vibrational energies.

3.2. Benzene Clusters
The benzene-benzene interaction is of key impor-

tance as a prototype for the interactions prevailing
in aromatic systems. A new benzene-benzene inter-
molecular potential has been created using the
NEMO methodology.184 This potential was calibrated
to reproduce the benzene dimer interaction energy
at the CCSD(T) level.185 The potential-energy sur-
faces were investigated for the dimer, trimer, and
tetramer. The energy of the dimer was found to be
-1.7 kcal/mol, and the minima structure was found
to be T-shaped. The parallel displaced structure,
which previously has been suggested to be the global
minimum on the PES, was found to be a first-order
transition state with an energy of -1.2 kcal/mol. It
should be pointed out that a T-shaped minimum
structure was suggested in 1983 based on an ap-
proach similar to NEMO.186 The benzene trimer was

also investigated using the new potential.187 The
global minimum for the trimer was shown to be a
cyclic structure consisting of three deformed T-
shaped bonds. The interaction energy for this species
is -5.1 kcal/mol. The cyclic structure is in agreement
with both experiment188 and earlier theoretical stud-
ies.189 Finally, the benzene tetramer was investi-
gated. The most stable structure for the tetramer was
shown to be a 4-fold cyclic structure with an energy
of -8.1 kcal/mol. However, there also are three
tetramer structures which each have an energy
between -7.3 and -7.9 kcal/mol These structures
each consist of three benzenes arranged in a triangle
with the fourth benzene binding to that triangle.
Experimentally, the latter type of structures have
been detected.188 This discrepancy between experi-
mental and theoretical results could be due to en-
tropic and kinetic effects as well as to the potential
not being accurate enough. For example, many-body
contributions to the dispersion and exchange-repul-
sion term are not included in the potential, and these
contributions could be of importance for benzene
clusters, since the dispersion energy is the predomi-
nant attractive energy term.

3.3. HF Clusters

Hydrogen fluoride clusters have been the subject
of numerous experimental and theoretical calcula-
tions. Like water, hydrogen fluoride is a strongly
hydrogen-bonded system. A new intermolecular po-
tential designed for studies of hydrogen fluoride
clusters has recently been constructed from ab initio
calculations by Hodges et al.65 For the dimer, the
interaction energy is -4.5 kcal/mol, which is similar
to both high-level ab initio calculations190 and experi-
ment.191 The dimer has a planar hydrogen-bonded
structure with Cs symmetry, and the transition state
between the two symmetry equivalent minima has
an energy of -1.0 kcal/mol. It also was found that
all the species from the trimer through the hexamer
have cyclic structures. This could be attributed to
favorable many-body interactions and maximization
of the number of hydrogen bonds. No rearrangements
were found in the trimer, tetramer, or pentamer that
would give rise to significant tunneling splittings.

3.4. HCN Clusters

Hydrogen cyanide clusters have been frequently
studied both experimentally and theoretically. An
accurate intermolecular potential has recently been
constructed by Cabaleiro-Lago et al.192 for the HCN
dimer and used in studies of HCN clusters of various

Table 2. Energetics for the Cyclic Homodromic Water
Trimera

{uud} {upd} {uuu} {ppp}
tNEMOb -14.53 0.17 0.75 1.02
fvcNEMOc -13.47 0.16 0.74 0.97
fdiNEMOb -14.89 0.10 0.53 0.61
MP2-R12c -16.32 0.22 0.79 1.22
MP2d -14.76 1.05
CCSDe -16.70 0.30 0.85 1.67
MP2f -13.91 0.04 0.50 0.51
CCSD(T)g -14.00 0.25 0.77 1.41
a All Energies Are Given in kcal/mol. The absolute values

of the dissociation energies are given for the {uud} conformer
(global minimum), while for the other stationary points the
energy differences relative to {uud} are given. b Reference 168.
c Reference 174. d Reference 175. e Reference 176. f Reference
172. g Reference 165.

Table 3. Energetics for the Cyclic Homodromic Water Tetramera

{ udud} { uudd} { uupd} { uudp} { updp} { uppd} { uuuu} { pppp}
tNEMOb -26.50 1.08 1.50 1.51 1.68 1.88 2.80 3.39
fvcNEMOb -24.56 0.78 0.95 0.95 1.06 1.00 1.73 1.84
fdiNEMOb -26.30 0.71 0.84 0.85 0.99 0.87 1.46 1.50
MP2-R12c -28.10 0.93 1.24 1.24 1.40 1.38 2.17 2.79
CCSD(T)d -24.75 3.06
a All energies are given in kcal/mol. The absolute values of the dissociation energies are given for the {udud} conformer (global

minimum), while for the other stationary points the energy differences relative to {udud} are given. b Reference 168. c Reference
177. d Reference 165.
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sizes. The HCN dimer has a linear structure with
an interaction energy of -4.4 kcal/mol. A linear
structure also was found to be the global minimum
for the trimer, while a cyclic structure was found to
be a local minimum with a slightly higher energy.
These results are in agreement with quantum chemi-
cal calculations. For larger clusters, a number of
minima having different structures were found.
However, for 4-8 HCN molecules, the global minima
always corresponded to a cyclic structure.

King et al. suggested that the hydrogen bonding
in HCN clusters is largely charge-transfer in ori-
gin.193 However, Stone et al. convincingly showed that
charge-transfer effects are small and that electro-
static and induction interactions are actually the
main contributors to the hydrogen bonding.194

4. Molecule−Surface Interactions

Adsorption on surfaces is an important topic since
it has applications in areas ranging from atmospheric
chemistry to industrial catalytic reactions. Surface
adsorption can be divided into two types: chemad-
sorption, which could be studied with methods such
as density functional methods, and physadsorption,
which can be studied using ordinary intermolecular
potentials. Thus far, physadsorption on crystals
mainly has been studied using nonpolarizable inter-
molecular potentials. One problem with many of
these empirical studies is that the ion charges on the
surface have been in strong disagreement with those
obtained from quantum chemical calculations.195

Being able to accurately model polarization effects
is crucial to studying surface interactions in an
inhomogeneous environment. This is in contrast to
systems such as a neat liquid where the permanent
electrostatic moments are often scaled to get the
correct liquid properties which allows a pairwise
representation of the interactions to be retained.

4.1. Intermolecular Potentials
The first potentials constructed using IMPT re-

cently have been developed for the adsorption of
small molecules on crystal surfaces. H2O adsorption
on NaCl196 and MgO surfaces195 has been studied, as
has CO adsorption on NaCl197,198 and SO2 adsorption
on NaCl.199 The methodology for constructing the
water-surface potentials will be briefly discussed,
since it differs in part from the derivation of poten-
tials between two isolated molecules. The exchange-
repulsion parameters for the cation-water interac-
tion were calculated as the difference between the
first-order interaction energy in IMPT and the clas-
sical electrostatic energy between the cation and the
multicenter multipole expansion for water. For the
anion, a more elaborate model was used in the IMPT
calculations. The calculations were performed with
the anion surrounded by five cations, one in each
direction except the positive z direction. More distant
ions were modeled by point charges. The dispersion
term was calculated using C6 coefficients obtained at
the coupled Hartree-Fock level. When the model
developed by Fowler and Madden was used,200 the
calculation for the cation was straightforward while

the anion calculation was again more complicated.
The anion was embedded in a cluster of cations
described by a minimal basis set, and the whole
cluster was surrounded by point charges.

4.2. Applications
The H2O-NaCl potential resulted in an interaction

energy of -9.5 kcal/mol at the potential minimum,196

and this energy is close to the rather uncertain
experimental value of -10.3 ( 2.5 kcal/mol.201 At the
potential minimum, the water molecule is adsorbed
on the surface with the oxygen above a Na+ ion and
the hydrogens pointing toward Cl- ions. This struc-
ture is shown in Figure 3.

A wealth of cluster, one-dimensional chain, and
monolayer structures were investigated using the
ASP-W4 potential which has been described above169

for the water-water interaction. It was found that
four water molecules could form a very stable tet-
ramer on the surface with a binding energy of 13.2
kcal/mol per water molecule. Monolayer structures
with coverages of 1.0 and 1.5 water molecules per
unit cell were investigated. Different monolayer
structures have been found when using different
experimental techniques at cryogenic tempera-
tures.202-204 In the new theoretical study it was found
that there exists a wealth of monolayer structures
with approximately the same energy, all of which
could coexist on the surface.196 The presence of
different structures with similar energies could lead
to a system that is very sensitive to experimental

Figure 3. Minimum energy structure for a water molecule
on the NaCl(001) surface. (Energy -9.5 kcal/mol.) (Re-
printed with permission from ref 196. Copyright 1999
American Institute of Physics.)
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conditions, which could explain why different experi-
mental techniques predict different structures. The
monolayer structures each have an energy of ap-
proximately -12.5 kcal/mol per water molecule.

Water adsorbed on a MgO(001) surface was inves-
tigated using a similar methodology.195 The binding
energy for a single molecule on the MgO(001) surface
was calculated to be 15.6 kcal/mol. In the minimum
energy structure, the O atom of the water molecule
is situated above a Mg2+ ion, with the molecular
plane almost parallel to the surface and the OH
bonds directed toward the O2- ions. Several mono-
layer structures were investigated at a coverage of
1.0 water molecule per MgO unit. The p(2H1) struc-
ture had a slightly lower energy (-21.2 kcal/mol per
water molecule) than that found experimentally for
the pg(3H2) structure (-20.8 kcal/mol per water
molecule).205 Calculations indicated that this discrep-
ancy could be due to a neglect of the intermolecular
vibrational effects. However, the energy difference
between these two monolayer structures is within the
error bars of the potentials. The calculated enthalpy
of desorption and the distance between the monolayer
and the substrate were both in agreement with
experimental results. Water binds much more tightly
to the MgO(001) surface than to the NaCl(001)
surface for two reasons. First, the electrostatic in-
teraction between water and the MgO substrate is
larger than that between water and the NaCl sub-
strate due to the larger MgO charges. Second, the
MgO ion-ion distance is 2.98 Å, which favors ef-
ficient hydrogen bonding between the adsorbed water
molecules. (The O-O distance in the water-water
interactions is approximately 3 Å.) The ion-ion
distance in NaCl is 3.98 Å, which is not favorable for
efficient hydrogen bonding between the water mol-
ecules on the surface.

Meredith and Stone studied the adsorption of CO
on NaCl.198 Two minima were found for a single CO
molecule adsorbed on the NaCl surface. In both cases,
the molecule is adsorbed over a Na+ ion with its
molecular axis perpendicular to the surface. How-
ever, in one case the C end of the molecule points
down (-3.8 kcal/mol), while in the other case the O
end of the molecule is down (-1.8 kcal/mol). It was
also found that induction contributes significantly to
the overall binding energy. CO’s preference for an
upright structure arises from electrostatic interac-
tions. An investigation of CO monolayers with p(1X1)
and p(2X1) structures showed that two competing
effects influence the structure of the adlayer on the
NaCl(001) surface. The lateral interactions within the
monolayer favor a tilted structure, while the mol-
ecule-substrate interactions favor an upright geom-
etry. The calculated enthalpy of desorption for these
structures was in agreement with experiment.206 The
energy difference between the p(1X1) and p(2X1)
structures is very small. This is compatible with
experimental findings at 35 K that showed a phase
transition, from a p(2X1) structure to a p(1X1)
structure.207

In a combined experimental and theoretical study
Berg et al.199 investigated the adsorption of SO2 on
NaCl at cryogenic temperatures. Accurate potentials

were used in MC simulations at coverages of 0.5 and
1.0 SO2 molecule per NaCl unit. At both coverages a
two-dimensional condensate developed, which is con-
sistent with polarized infrared spectroscopy experi-
ments.

5. Simulations of Liquids and Solutions
Perhaps the most important application of inter-

molecular potentials is to model the interaction
energies and forces between molecules in liquids and
solutions. The behavior of a solution is due to a subtle
balance between entropy and enthalpy effects, and
it is therefore obvious that the reliability of the
interaction potential is crucial in describing these
systems. However, in a molecular dynamics (MD)
simulation, the interaction energy and the forces
have to be calculated over and over again for hun-
dreds or even thousands of particles. A typical time
step in a classical MD simulation is on the order of 1
fs, and the simulation time required to achieve
accurate statistical mechanical ensemble averages is
on the order of 10 ps to many ns, depending on the
system and the property of interest.11 Therefore, a
computationally efficient representation of the inter-
action potential is needed, and the choice of repre-
sentation will be a compromise between accuracy and
efficiency. In a perturbation approach to intermo-
lecular interactions, the considerations that affects
the accuracy of the interaction potential are as
follows. (1) The choice of which terms to include from
the perturbation expansion of the interaction energy.
(2) The accuracy of the potential parameters. As is
true in quantum chemical calculations of any molec-
ular property, the basis-set dependence and the
inclusion of electron correlation has to be considered
in detail. The calculation of potential parameters was
discussed in section 2.2. (3) The representation of the
potential in the simulation. The functional form of
the interaction energies and forces given by pertur-
bation theory may be too complex to be adopted
directly in a many-particle simulation, and a simpli-
fied form has to be adopted. The latter consideration
will be discussed in some detail.

NEMO is an approach which includes the ideas of
intermolecular interactions as described by perturba-
tion theory in a molecular dynamics program.13,208 In
the original work, the electrostatics were represented
by point charges distributed to sites in addition to
the atomic sites in order to accurately reproduce the
molecular dipole and quadrupole moments.13,14,209,210

Furthermore, in the simulations, the atomic polar-
izability tensors were approximated using isotropic
polarizabilities in line with early work on adopting
polarizabilities in molecular simulations.211 However,
it has been demonstrated that a computationally
more efficient approach is to represent the electro-
static and induction forces by using dipole moments
and polarizability tensors on atoms along with the
atomic charges rather than by using a larger number
of atomic charges.85 It is clear that more complex
intermolecular potentials are required to accurately
describe the forces in soft condensed matter, and
perturbation theory provides a route to systemati-
cally increase the accuracy of the force fields.
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Perhaps the most important advantage of using
perturbation theory-derived intermolecular poten-
tials in MD simulations is that this allows the
polarizabilities to be included in a straightforward
manner. In simulations of neat liquids, it may be
justifiable to neglect many-body interactions by re-
scaling the permanent atomic charges in order to
obtain the correct electrostatic moments for the
molecules in the liquid. However, with solvated
molecules and especially with solvated ions, as well
as with interactions at surfaces (see section 4, the
polarization of the neighboring molecules by the
species of interest is substantial due to the inhomo-
geneity of the surroundings and the many-body
interactions should not be neglected. However, the
inclusion of explicit polarizabilities in a force field for
MD simulations is in principle a computationally
demanding task. The atomic induced dipole moment,
µR,i

ind, is given as

where RRâ,i is the atomic polarizability, Eâ,i
stat is the

static electric field arising from the permanent atomic
electric moments on all of the other molecules, and
∑jTγ,ij

2 µγ,j
ind is the electric field arising from the atom-

ic induced dipole moments on those same molecules.
Thus, the atomic induced dipole moment is a true
many-body effect. Within the Born-Oppenheimer
approximation, the electronic response is instanta-
neous compared to the nuclear motion. The set of
coupled equations for the atomic induced dipole
moments therefore should be solved, preferably by
an iterative procedure, in each time step of the MD
simulation. In an MD simulation, however, we are
normally interested in static properties or in proper-
ties that relax on a time scale different from the
approximately 1 fs time step. Thus, it is not a
problem if the electronic response relaxes on the
same time scale as the time step. Therefore, the
methods that are used for propagating the atomic
positions also can be used for propagating the atomic
induced dipole moments and the computer-demand-
ing iterative procedure can be avoided.117,212-216 The
additional calculation of forces and torques arising
from atomic polarizabilities is no more complicated
than the calculation of permanent dipole moments,
which can be shown using classical response the-
ory.85,217 General formulas for the electrostatic forces
and torques have been previously presented,164,218 and
the pairwise anisotropic site potentials have been
used in liquid simulations for some time.219-223 In
addition, long-range interactions based on the Ewald
summation and reaction field methods recently have
been included recently for potentials with atomic
charges, dipole moments, and polarizability ten-
sors.224,225

An atomic polarizability only modifies the atomic
dipole moment; however, the atomic charges are also
affected by intermolecular interactions. Charge flow
within a molecule is due to the potential difference
over the entire molecule and may be modeled using
atomic capacitances (monopole polarizabilities). The

approach presented by Stone for partitioning the
molecular dipole polarizability includes both atomic
monopole and dipole polarizabilities.8,107 The atomic
charges have been modified in response to the sur-
rounding molecules in some simulations,212,215,226,227

and both atomic capacitances and polarizabilities
have been included explicitly in MD simulations of
liquids.228

If a perturbation approach converges, it gives the
exact quantum mechanical interaction energy. An
alternative approach would be to solve the electronic
part of the Schrödinger equation for the entire system
of molecules in each time step. However, this is
prohibitively computer-demanding. The Car-Par-
rinello (CP) method39,229 provides a more viable
approach. In this method the electronic structure is
calculated for each time step in a local-density
approximation of the density functional theory. For
simulations of some systems, such as those where
covalent bonds are broken or formed, the perturba-
tion approach is clearly not valid. However, for
systems where only intermolecular interactions are
considered, the changes in the electronic structure
can be modeled using polarizabilities, which allows
the interaction energies and forces to be calculated
using only a fraction of the computer resources
needed by the CP method. Furthermore, if a system
such as a reaction is studied, the part of the system
that cannot be treated by intermolecular perturbation
theory is often limited to only a few molecules. A
suitable approach, which is in line with intermolecu-
lar perturbation theory, would be to calculate the
potential parameters for the reactants in each time
step and use those potentials to obtain the interac-
tions of the molecules with the bulk part of the
system. Initial studies along these lines have been
carried out for a water molecule in liquid water.230-232

Since a perturbation approach and the local-density
approximation are based on completely different
approximations, studies with the two methods should
be regarded as complementary.

A discussion of the simulations of some systems
follows. It should be emphasized that almost all
simulations have been carried using empirical or
semiempirical potentials without the explicit inclu-
sion of many-body effects. In this work, however, the
discussion will be restricted to simulations based on
intermolecular potentials obtained from perturbation
theory, that is, those in which all the potential
parameters have been calculated using perturba-
tional methods and for which the potential consists
of (at least) electrostatic, induction, dispersion, and
repulsion contributions. Simulations of this type have
so far been quite rare, and those which have been
performed are briefly discussed. The simulation of
1,2-dimethoxyethane in water is discussed in section
6.

5.1. Liquid Water
Liquid water is probably the most studied sub-

stance in both MD and MC simulations. One reason
for this is that water is the most common solvent in
chemistry and biology. Another reason is that liquid
water has many anomalous properties. One anomaly

µR,i
ind ) RRâ,i (Eâ,i

stat + ∑
j

Tγ,ij
2 µγ,j

ind) (33)
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is that this small hydride is a liquid at room tem-
perature and ambient pressure. This oddity may be
explained by the fact that a water molecule can form
hydrogen bonds with four other water molecules to
form a tetrahedral network. Other well-known water
anomalies are that its density maximum occurs at
4BC and it has a large heat capacity, dielectric
constant, and surface tension.233,234 Obviously, sub-
stantial effort has been put into understanding these
anomalous features of liquid water.235-239

The first MC and MD simulations of liquid water
were carried out ca. 30 years ago,240,241 and later
explicit polarizabilities were included to describe the
many-body effects and cooperativity occurring in
liquid water.211 A wealth of empirical and quantum
chemical water potentials exist, but it is fair to state
that no water potential is accurate and general
enough to model all the properties of water in the
condensed phases over a wide range of temperatures
and pressures. Perhaps the most widely applicable
potential thus far is the SPC potential obtained by
Berendsen and co-workers,178,241 which, despite its
simplicity, has been applied extensively and with
reasonable success.

Several MD simulations of liquid water have been
performed using NEMO potentials.14,61,85,243,244 The
results of these simulations are generally in good
agreement with the experimental radial distribution
functions (RDF). Most notably, the second maximum
in the oxygen-oxygen RDF, which is the signature
of the tetrahedral structure in liquid water, is well
reproduced. However, the NEMO simulations usually
yield water structures that are slightly too organized
compared to what is experimentally observed. It also
has been shown that the oxygen-oxygen RDF is
sensitive to the parametrization of the repulsion
term.61 Buontempo et al carried out a neutron dif-
fraction study of liquid water at 573 K and compared
the results to simulations using the NEMO model.
They found excellent agreement between the two
studies.245 It should also be noted that the experi-
mental RDFs for liquid water, which were obtained
from neutron scattering experiments, have been
recently revised.246

NEMO simulations have found the total internal
energy of water to be -9.49 ( 0.09 kcal/mol14 and
-10.18 kcal/mol,85 which are close to the experimen-
tal value of -9.92 kcal/mol, when the latter is
corrected for quantum contributions (quoted in ref
178). The various contributions to the total energy
are distributed as follows (with energies for the gas-
phase dimer in parentheses): induction energy,
-4.18 (-0.92) kcal/mol; dispersion energy, -3.96
(-1.52) kcal/mol; electrostatic energy, -12.66 (-7.31)
kcal/mol; exchange-repulsion energy, +11.31 (+4.79)
kcal/mol. The most dramatic difference between
liquid water and the water dimer is the increased
importance of the induction energy compared to the
electrostatic energy that is observed for liquid water.

The calculated dipole moment of the water mol-
ecule in liquid water is 2.86 D.14 This is close to the
value of 2.95 D calculated in recent Car-Parrinello
simulations40,41 and slightly lower than the estimated
experimental dipole moment of 3.09 D in ice.49 The

NEMO water model returns slower dynamic proper-
ties than those observed experimentally. The calcu-
lated diffusion coefficient is 1.3 × 10-5 cm2 s-1 14 or
1.0 × 10-5 cm2 s-1 85 compared to the experimental
value of 2.3 × 10-5 cm2 s-1.247 However, the center-
of-mass velocity autocorrelation function from the
simulation is in excellent agreement with the experi-
mental results.14

The NEMO model also has been used to model
liquid water at a hydrophobic wall.243 It was found
that the interactions with the wall are dominated by
electrostatic interactions and that polarization plays
a secondary role. The structural changes that occur
at the wall are of relatively short range and only
affect a few layers of water molecules. The NEMO
model also has been adopted in an attempt to model
the temperature-dependence of the density and es-
pecially the density maximum at 4 °C.244 None of the
applied water potentials were able to reproduce the
density maximum, but it was demonstrated that only
subtle changes to the potential at each temperature
were required to reach the correct density. Obviously
temperature-dependent potentials are not a viable
approach, but they do demonstrate how sensitive the
density is to the potential parameters. The NEMO
water potential also has been used in combined
quantum chemical and Monte Carlo studies.230-232

Recent developments in experimental techniques
have provided more detailed and complex information
about liquid water. For example, accurately modeling
time-dependent fluorescence spectroscopy,248 THz
laser spectroscopy,249-252 pump-probe spectroscopy,253

and time-dependent neutron scattering254,255 to obtain
a more detailed understanding of these spectra will
require the use of more accurate potentials as well
as improved simulation techniques. Furthermore,
studies have been carried out in the deep supercooled
region of liquid water to better understand its
anomalies.256-258,238 It should be emphasized again
that perturbation theory provides a theoretical back-
ground for the systematic development of more
accurate potentials which are independent of experi-
mental conditions.

5.2. Solvation of Ions in Water
Carignano et al. investigated the effect of ionic

polarizability on the solvation of positive and nega-
tive ions in water.259 They found that an increase in
the polarizability leads to a larger electrical field at
the ion which is due to the solvation shell shrinking
around the ion and the probability increasing that
the ion in the cage will be in an asymmetric location.
The induced dipole moment in the first hydration
shell was also investigated and found to be ap-
proximately the same size as in bulk water. This is
due to the influences from the fields of the ion and
the other water molecules in the hydration shell
balancing. These results suggest that the surface
activity of ions in water increases with their increas-
ing polarizability, which is in agreement with ex-
perimental observations.

5.3. Aqueous Urea Solutions
NEMO potentials have been used to study aqueous

urea solutions at different concentrations.209,210 The
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energy minimum of the urea dimers NEMO potential
is in agreement with quantum chemical calculations
and is much deeper than previously obtained empiri-
cal potentials.61 The reason that the empirical po-
tentials are too shallow is that the global minimum
of the potential-energy surface is a cyclic arrange-
ment of the urea dimer whereas the empirical
potentials are parametrized from the linear structure
adopted by crystalline urea. Since both types of dimer
involve two hydrogen bonds, an isotropic and pair-
wise additive empirical potential would be expected
to give similar interaction energies for the two
dimers, and this is indeed the case.260-262 However,
with the NEMO potential, the minimum interaction
energies are -22 kcal/mol for the cyclic dimer and
-11 kcal/mol for the linear dimer.61 This large
difference between NEMO + empirical or cyclic +
linear dimers intermolecular potentials leads to dif-
ferent results with respect to formation of the urea
complex in water, and strong interactions between
the urea molecules are found when using the NEMO
potential.210 Furthermore, it was found that the urea
is well accommodated in the water structure, i.e., the
water molecules in close proximity to the urea
molecules maintain their liquid structure, and nine
water molecules were found in the first hydration
shell around the urea.209 The results of the simula-
tions were consistent with neutron scattering experi-
ments,263,264 and new neutron scattering experiments
have been suggested that would definitely show the
degree to which urea forms complexes in aqueous
solutions.

5.4. Liquid Formaldehyde

Hermida-Ramón and Rı́os constructed an intermo-
lecular potential for the formaldehyde dimer by
applying the Hayes-Stone intermolecular perturba-
tion theory.265 Their potential is in reasonably good
agreement with the potential obtained from quantum
chemical calculations for formaldehyde clusters. A
simplified version of the potential was used in a
subsequent a MD simulation. Their results showed
that the dipole moment of formaldehyde is 10%
higher in the liquid phase than in the gas phase. This
increase in the dipole moment on going from the gas
phase to the liquid phase is much smaller than that
found for water.

5.5. Liquid Acetonitrile and Solvation of the
Sodium Ion in Acetonitrile

Cabaleiro-Lago and Rı́os studied liquid acetonitrile
and the solvation of a Na+ cation in liquid acetoni-
trile.266 However, they used a somewhat different
approach in constructing their force fields. The
potential surfaces were fitted from MP2 calculations
for bimolecular complexes with acetonitrile con-
strained such that the atomic charges reproduced the
MEP and the molecular dipole moment. Atomic
dipole polarizabilities determined according to the
scheme by Stone107 were added to the acetonitrile
without altering the dimer’s potential surfaces.

In the simulation of neat acetonitrile, a pronounced
liquid structure was found only at short distances

and the acetonitrile molecules were arranged in
antiparallel orientations. It was noted that a pairwise
additive model and a polarizable model give similar
results for liquid acetonitrile. However, for the sol-
vation of Na+ in acetonitrile, the pairwise additive
potential yielded a coordination number of 7 for the
sodium ion whereas only six neighboring molecules
were found when using the polarizable potential. This
clearly demonstrates the importance of many-body
interactions in ion solvation.

6. Intermolecular Potentials for Flexible
Molecules

6.1. Inter- and Intramolecular Potentials

Discussions concerning the construction of inter-
molecular potentials (force fields) are usually re-
stricted to rigid molecules. This limitation excludes
flexible molecules such as proteins and polymers
where the charge distribution is dependent on the
molecule’s conformation.267 In many of the available
force fields, the charge distribution is independent
of the conformation.31,32,268 However, if the aim is to
construct accurate force fields, the charge distribution
must be conformation-dependent. Unfortunately, tak-
ing the charge differences between different confor-
mations into account is a nontrivial problem. One
possible solution is to use local multicenter multipole
expansions that depend on the dihedral angle.269 It
has been shown that the electrostatic potential
around a flexible molecule is described very well by
multipole moments as a function of the dihedral
angle. Cumulative atomic multipole moments (CAMM)
also have been successfully used to describe electro-
static interactions for flexible molecules.270 However,
these models do not address the problem of treating
the intermolecular and intramolecular polarization
effects at the same level, which must be taken into
account in a realistic simulation of a flexible molecule
in solution. Furthermore, the polarization equations
for the inter- and intramolecular inductions should
be solved simultaneously. One possible way to take
these effects into account is outlined here. Usually,
the change in the charge distribution of a flexible
molecule, as it rotates around a dihedral angle, is
related to the fact that the field originating from one
part of the molecule and acting on other parts varies
with the conformation. Thus, the change in the
charge distribution is mainly inductive in origin. An
intermolecular potential between 1,2-dimethoxy-
ethane (DME, CH3-O-CH2-CH2-O-CH3) and wa-
ter has been constructed as an example of the
indicated methodology.62 DME has in total 27 differ-
ent conformations of 10 different types. The following
notation will be used here: (aaa) describes the
molecule when it adopts anti conformations around
all three dihedral angles, (aga) describes the molecule
when it adopts a gauche conformation around the
C-C bond and anti conformations around the C-O
bonds, (aag) describes the molecule when it adopts
anti conformations around the C-C bond and one
C-O bond and a gauche conformation around the
other C-O bond.
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A multicenter multipole expansion70,71 was per-
formed for the (aaa) conformer of DME. Electrostatic
moments up to quadrupole moments were calculated
at each atom and bond. Local polarizabilities in the
uncoupled Hartree-Fock approach also were calcu-
lated at each atom and bond.106 The dipole moment
at each expansion center was regarded as consisting
of two parts. One part originated from the local
charge distribution around the expansion center (the
local dipole moments), while the other part (the
induced dipole moment) originated from the interac-
tion between charges, local dipole moments, and
quadrupoles located at other centers and the local
polarizability at the expansion center. It is problem-
atic to determine which expansion centers should
interact with the polarizability of a given center.
Obviously an expansion center should not interact
with its neighboring expansion centers. In the case
of DME, the molecule was divided into six groups and
each group interacted with all other groups except
for their neighboring groups.62 To recover the charge
distribution for a conformation, the charges, local
dipole moments, and quadrupoles located at other
centers were interacted with the local polarizability
at the center of interest. The induced dipole moments
then induced new dipole moments at other sites, in
a manner analogous to the intermolecular induction
treatment. It must be emphasized that this procedure
is semiempirical in nature and its value originates
from its capability to predict the total dipole moment
for DME in different conformations. The idea behind
this treatment of intramolecular induction effects is
that a molecule’s local polarizability can interact with
the fields from charges, local dipole moments, and
quadrupoles located at other centers as well as with
charges, dipole moments and quadrupole moments
from surrounding rigid molecules. Thus, inter- and
intramolecular induction effects were treated at the
same level in the simulation.

Table 4 demonstrates that the model outlined
above accurately reproduces the total HF dipole
moment for DME when the C-C bond is rotated. The
model reproduces the total HF dipole moment better
than when local electrostatic moments are used for
the conformer with the lowest energy (the anti-anti-
anti conformer).

6.2. 1,2-Dimethoxyethane in Water Solution

The new potential for DME-water was used in an
MC simulation to investigate the temperature-

dependence of the conformation distribution.137 The
reason for studying DME is that it is the smallest
molecule that has a conformational behavior similar
to poly(ethylene oxide) (PEO). It is well-known that
while completely soluble in water at low tempera-
tures, PEO loses its solubility at elevated tempera-
tures. This process is normally termed clouding.
Several different mechanisms have been suggested
to explain why clouding occurs. Before discussing the
results, we would like to briefly mention the problem
of converging the conformation distribution for a
flexible molecule in a molecular simulation. As
extensively discussed in the literature, it is necessary
to use either perturbation techniques or an umbrella
potential to converge the probability distribution for
the conformation. This issue has been addressed
many times in connection with simulations of small
flexible molecules.271,272 The problem exists for mol-
ecules as small as butane in water, and it very
rapidly becomes more difficult to reach convergence
as the size of the molecule increases. This is because
the number of conformations that a molecule can
adopt grows as 3n, where n is the number of dihedral
angles in the molecule. DME in water also has been
studied by other groups; however, these studies did
not use either an umbrella potential or a perturbation
technique to converge the probability distribution,
which makes it impossible to compare their results
with those of the study under discussion.273,274 Simu-
lations were performed at 298 and 398 K and 18 M
steps were performed at each temperature. Even with
this many steps it still was not possible to converge
the conformation distribution at 298 K. The main
results of the simulation are given in Table 5.

It should be noted that several of the conformations
have approximately the same energy. Thus, the
results are sensitive to the potential used in the
study. The intramolecular dihedral potential was
calculated at the HF level with a London-type disper-
sion term added. It has been previously demonstrated
that correlation effects influence the dihedral poten-
tial, such that the difference between the (aaa) and
(aga) conformations decreases when correlation ef-

Table 4. Comparison of the Dipole Moment for
1,2-Dimethoxyethane for Different Values of the C-C
Dihedral Angle (both C-O bonds are in the anti
conformation)a

angle µx µy µz

HF 60° -0.397 0.200 0.0
corrected dipole moment 60° -0.352 0.203 0.0
uncorrected dipole moment 60° -0.324 0.187 0.0
HF 105° -0.394 0.514 0.0
corrected dipole moment 105° -0.390 0.508 0.0
uncorrected dipole moment 105° -0.362 0.472 0.0

a Dipole moments are given in atomic units. The data are
taken from Engkvist et al.62

Table 5. Free Energy, Internal Energy, and Entropy
for Each of the Most Important Conformations of
DME at 398 K in Water and Their Free Energies in
the Gas Phase

{aaa} {aga} {aag} {aggN}

Awater
(398) 0.0 0.2 -0.4 0.1

Uwater
(398) 3.2 -0.4 -1.8 -1.0

Swater
(398) 8.1 -1.3 -3.5 -2.7

Agas phase
(398) 0.0 -0.1 0.7 -0.9

δZ
(398)

/δT 0.0102 -0.0011 -0.0058 -0.0030

Awater
(298) 0.0 -0.4 -0.9 (0.3)b

Agas phase
(398) 0.0 0.1 0.9 -0.7

Ugas phase
b(O) 0.0 0.8 2.0 0.3

a The temperature derivative of the conformation distribu-
tion at 398 K and the free energy of the conformations at 298
K in water and in the gas phase. The gas-phase energies at 0
K. All energies are given in kcal/mol and entropies in cal/
(mol*kelvin). The data are taken from Engkvist et. al.137

b Uncertain due to poor convergence in the simulation.

Bridging the Gap between Quantum Chemistry and Molecular Simulations Chemical Reviews, 2000, Vol. 100, No. 11 4103



fects are included.275 However, this problem mainly
affects the absolute numbers obtained and not the
conformational change as a function of temperature,
which is the main interest here. Comparing the
results from the two simulations and the temperature
derivative of the partition function at 398 K shows
that among the most populated conformers, only the
anti-anti-anti (aaa) conformer increases its popula-
tion with increasing temperature. Partitioning the
energy into different contributions at 398 K reveals
that the stability of the (aga), (agg′), and (aag)
conformers compared to the (aaa) one originates
primarily from the favorable water-water interac-
tions obtained in the presence of these conformers,
although the DME-water interaction does play a
part.137 Many-body effects on the conformation equi-
librium seem to be small.137 Of the most populated
conformers, the nonpolar (aaa) is the only conformer
that increases with increasing temperature. This is
relevant with respect to understanding which mech-
anisms affect the clouding observed with the PEO-
water system. An analysis indicates that (aaa) is
entropically favored and other conformations are
energetically stabilized by favorable water-water
interactions. A closer analysis reveals that the simu-
lation data are consistent with at least two of the
suggested clouding mechanisms.137

7. Solvent Effects on Molecular Properties
Molecular properties such as frequency-dependent

(hyper)polarizabilities and magnetic properties such
as nuclear shielding constants and magnetizabilities
are affected by the surrounding molecules in two
main ways: the electronic structure is polarized and
the geometry is altered. Solvent effects on molecular
properties have been modeled in several different
ways. Implicit models, where the molecule of interest
is placed in a cavity within a dielectric medium then
the molecular property of interest is calculated using
regular quantum chemical methods, have been
adopted extensively.276-278 Explicit or semiexplicit
models also have been employed. For example, mo-
lecular clusters have been generated in molecular
simulations and the molecular property of interest
for the central molecule in the cluster has been
calculated.279,280

One method that is used to handle solvent proper-
ties is an extension of the perturbation approach
discussed in section 2.1. In this method, a term that
corresponds to an external perturbation, Vext, is
added to the Hamiltonian in eq 3

As before, HA and HB are the Hamiltonians of the
unperturbed molecules, VAB denotes the interaction
between molecules A and B, and λ1 and λ2 are order
parameters. Vext often denotes an interaction with an
external electromagnetic field. The zeroth order in
λ2 gives the intermolecular interactions discussed in
section 2.1, while the zeroth order in λ1 can give
molecular properties of the unperturbed molecules
as defined in regular response or perturbation theory
when Vext is appropriately chosen. For nonzero orders

in both λ1 and λ2, the contributions to the molecular
properties arising from the intermolecular interac-
tions are obtained. If electronic polarization is con-
sidered, the leading term arises from the electrostatic
interactions1

where ER is the electric field and ERâ is the electric
field gradient. The various Ωn’s are the corresponding
derivatives of the molecular property with respect to
the perturbation. It should be noted that Ωn is a
response property for the unperturbed molecule and
can be obtained using regular quantum chemical
methods. However, in a distributed representation
of the charge distribution, electric fields and field
gradients are obtained at each atom, and therefore
a distributed representation of Ωn is also required.
Induction contributions may be included in eq 35 by
regarding ER and ERâ as the total electric field and
the field gradient, respectively, where both include
contributions from the induced electric moments of
the surrounding molecules. Additional contributions
to intermolecular interactions arise from dispersion
and exchange interactions.

This kind of perturbation approach has been used
to calculate vibrational transition intensities for the
HF dimer281 and the chemical shifts of the water
dimer283,284 as well as for the Ar‚‚‚HF and HF‚‚‚CO2
complexes.28,284 However, the properties considered
in these studies, that is, the gradient of the molecular
dipole moment and the nuclear shielding constants,
are trivially assigned to nuclei in the molecule. For
a perturbation approach to chemical shifts, contribu-
tions from the anisotropy of the magnetizability of
the neighboring molecules and dispersion interac-
tions also are of importance,285-288 even though pure
electrostatic models have described chemical shifts
with some success.289-292

The ensemble average of eq 7.35 can be obtained
from MD or MC simulations of a molecular condensed
phase. If the molecules are assumed to be rigid or if
Ωn is assumed to be independent of the molecular
geometry, only ensemble averages of electric fields
and field gradients have to be calculated.282,293

where 〈〉 denotes an ensemble average. The calcula-
tion of solvent effects on molecular properties there-
fore can be divided into two parts. (1) Quantum
chemical calculations of molecular electric-field and
electric field-gradient derivatives. Since the pertur-
bation expansion is carried out at the limit of no
perturbations, the quantum chemical calculations are
performed for the unperturbed molecules. (2) MD or
MC simulation calculations of the size of the pertur-
bations arising from electric fields and field gradients
at the atomic positions for liquids or solutions. It

H ) HA + HB + λ1VAB + λ2Vext (34)

ΩE ) Ω′RER + 1
2

Ω′′RâEâER + ... + 1
3

Ω′RâERâ +

1
6

Ω′′Râ,γδEγδERâ + ... (35)

〈ΩE〉 ) Ω′R〈ER〉 + 1
2

Ω′′R,â〈EâER〉 + ... + 1
3

Ω′Râ〈ERâ〉 +

1
6

Ω′′Râ,γδ〈EγδERâ〉 + ... (36)
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should be emphasized that to obtain accurate electric
fields and field gradients, the representation of the
molecular charge distributions must also be accurate.

Thus, each part can be improved and investigated
independently of the other part. This approach has
been used to study chemical shifts282,293 and the
molecular geometry294 of the water molecule in liquid
water. Reasonable results were obtained for the
temperature-dependent proton chemical shift, but
problems still persist with the oxygen shift.282,293

Solvent effects were found to alter the geometry of
a water molecule in liquid water, such that a 3.0 pm
elongation of the O-H distance and a 2.0° increase
in the bond angle were found at room temperature.294

It was noted that the effect of the solvent on the bond
angle was mainly due to dispersion interactions.
Furthermore, the solvent effects decreased with
increasing temperature. In a combined quantum
chemical and classical MC study, an O-H bond
length increase of 1.0 pm and a bond angle increase
of 4.0° were calculated.231 In contrast, a CP simula-
tion yielded a calculated bond elongation of 1.9 pm
and an increase in the bond angle of 1.1°.41 These
differences in the calculated O-H bond elongation
are due to the differing treatments of the static
electronic correlation. In the treatment where the
molecular geometry was calculated using a multi-
configurational (SCF) method, a larger bond elonga-
tion was found.294 That was to be expected since an
MCSCF method generally gives a good description
of phenomena such as bond breaking, which indicates
that it gives a balanced description of a molecule at
all geometries.295 A direct comparison of the theoreti-
cal results with experiment is difficult since the
experimental data largely consists of vibrational
contributions.294 However, all the theoretical results
were within the limits of the experimental data.

To study solvent effects on molecular properties
arising from the distortion of the molecular geom-
etries, eq 35 must be extended to include geometric
derivatives of the molecular properties as well as of
the various Ωn’s. Furthermore, intramolecular motion
cannot be treated by classical mechanics which
requires that eq 36 be extended to also include
vibrational averaging of the molecular properties.

8. Conclusions
The construction of intermolecular potentials based

solely on quantum chemical calculations has made
significant progress during recent years. In this
review article, we have discussed the construction
and application of intermolecular potentials based on
intermolecular perturbation theory. At the long-range
limit, the potential parameters can be calculated from
monomer wave functions. The electrostatics are
described using distributed multipole moments, and
it is demonstrated that atomic charges alone are not
sufficient to give an accurate description. In addition,
intermolecular perturbation theory provides a con-
venient way to directly include distributed polariz-
abilities in methods such as molecular dynamics
simulations. Thus, many-body effects can be included
and have been demonstrated to be crucial to obtain-
ing accurate descriptions of molecular clusters as well

as of the solvation of ions and the adsorption of
molecules or ions on surfaces. It is argued that atomic
electrostatic moments and polarizability tensors can-
not be regarded as transferable from one molecule
to another. Exchange-repulsion is described using
an isotropic or anisotropic exponential term and is
related to the overlap of the wave functions of the
interacting molecules. Dispersion interactions are
described using at least a damped R-6 term and
parameters obtained from molecular properties. In
addition, extending the perturbation approach for
intermolecular interactions to also include solvent
effects on molecular properties is discussed. In con-
clusion, accurate potentials describe reality well and
empirical potentials that are explicitly parametrized
to reproduce experiments are, in many cases, not
needed.

Despite its advantages, the approach discussed
here should only be regarded as a starting point. So
far, potentials based on intermolecular perturbation
theory have been constructed for only a limited
number of cases and no library of these types of
potentials exists. Furthermore, the accuracy of the
potentials has to be improved in order to keep up
with the rapid development of experimental tech-
niques. For instance, no water potential constructed
for simulations of the liquid has yet been able to
predict the vibration-rotation spectra observed for
the water dimer.167 Fortunately intermolecular per-
turbation theory is especially well suited to improve-
ments. Since the interaction energy is formally
partitioned into different energy contributions and
the parameters are calculated from the molecular
wave function, each part of the force field can be
improved independently of the other parts. For
example, the accuracy could be improved for clusters
by including three-body corrections to the dispersion
and exchange-repulsion terms.
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